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1. Introduction

During the past few years, we have been engaged in a number of large scale digital archiving and digital library projects that have involved a wide variety of scientific, historical, and educational collections. In general, the storage, performance, and the access requirements of these projects have varied significantly, but a common infrastructure based on storage hierarchies has been successfully used in all the projects. In this paper, we focus on our experience on two projects and summarize the lessons learned from them. 

The first project is the Persistent Digital Archives project [1], which is a joint effort between the San Diego Supercomputer Center (SDSC), the University of Maryland (UMD), and the National Archives and Records Administration (NARA), and is supported by the National Science Foundation under the Partnership for Advanced Computing (PACI) Program. The main goal of this project is to develop a technology framework for digital archiving and preservation based on data grid and digital library technologies, and to demonstrate these technologies on a pilot persistent archive. We have already built a significant prototype using commodity platforms with significant disk caches coupled with heterogeneous tape libraries for back–ups. Novel software tools based on grid technologies to organize and manage the resources at the different sites, as well as novel software tools to ingest data into the persistent archive for long-term preservation have been developed. In Section 2, we give a brief overview of the pilot system, emphasizing current hardware configuration and the new architecture for distributed ingestion software. 

The second project involves the Global Land Cover Facility (GLCF) [2] that currently offers over 13TB of earth science data to a very broad international user community, including researchers and government agencies interested in environmental and ecological studies. The amount of data downloaded from the GLCF ranges between 5TB to 9TB a month, and is now considered to be among the most popular earth science data centers in the nation. The GLCF infrastructure is built around DFS servers connected to a TSM archival storage through disk caches. We provide an overview of related hardware configuration and software systems management in Section 3.  

2. Persistent Digital Archive

The current pilot persistent archive consists of “grid bricks” or node servers at SDSC, the University of Maryland, and NARA, linked together through the SDSC Storage Request Broker (SRB) middleware. A separate metadata management system, called MCAT (Metadata CATalog), is set up at each of the grid bricks using Oracle at SDSC and NARA, and Informix at the University of Maryland. The pilot archive currently manages a wide variety of several terabytes of NARA selected collections, including 1.3TB of a historically important image collection. 

Hardware Configuration

The concept behind grid bricks is to build modular systems that can be extended as needed, using data grids to federate the modules into a single system.  The data grids provide a uniform file name space across the grid bricks, and manage both user authentication and authorization.  The grid bricks can be made out of commercial disk systems, or can be based on commodity disk.  The current configurations at three sites are shown in the table below.

	Comparison of Grid Bricks
	
	
	

	Site
	NARA
	U Md
	SDSC (2003)
	SDSC (2004)

	System
	Dell
	Dell
	Grid Brick (8)
	Grid Brick (3)

	Name
	DELL 2560
	Dell 2550
	
	

	CPU
	2-1.4 Ghz
	2-1.4 Ghz
	1-1.7Ghz
	1-2.8Ghz

	CPU type
	Pentium 3
	Pentium 3
	Celeron
	Pentium 4

	Memory
	4 GB
	4 GB
	1 GB
	1 GB

	Disk controller
	FastT200
	FastT200, JetStor
	3Ware
	3Ware

	Disk connect
	2Gb FC DASD 
	2Gb FC SAN
	IDE
	IDE

	Disk size
	1.1 TB
	4.1 TB
	1.1 TB
	5.25 TB

	Disk drive
	73 GB
	73 GB ,160GB 
	160 GB
	250 GB

	Disk RPM
	10000
	10000, 7200
	5400
	5400

	Throughput
	166 MB/s
	166 MB/s
	110 MB/s
	110 MB/s

	Network
	10/100/Gig-E
	10/100/Gig-E
	100/Gig-E
	100/2-Gig-E

	OS
	Linux
	Linux
	Linux
	Linux

	Cabinet
	Rack/3U
	Rack/3U
	Rack/4U
	Rack/5U

	Database
	Oracle
	Informix
	Oracle
	Oracle

	Support
	3-year
	3-year
	
	

	Total Disk
	1.1 TB
	4.1 TB
	8.8 TB
	15 TB


Table 1.  Comparison of the Data Grid server hardware

Several factors are worth noting about the commodity-based systems.  

· A grid brick with good performance provided not only low-cost disk storage, but also adequate memory size and CPU power to support both TCP/IP network traffic and data manipulation procedures such as subsetting, aggregation, metadata extraction.

· The integration of commodity components required a detailed understanding of the system properties.  Examples include integration of heterogeneous Fiber Channel controllers onto a commodity SAN, Linux support for fiber attached disk systems larger than 1TB 

· Higher operating vigilance was required for the commodity-based grid bricks.  It was necessary to monitor the RAID array status daily, and resolve all problems as soon as they occurred.  When multiple disk problems occur, RAID cannot recover and data is lost.

· The only hardware problems seen with the commodity-based systems were due to failing disk drives.

· The system availability on the commodity-based Grid Bricks was between 99.7% and 99.9%.

· The optimal (greatest capacity for the lowest price) commodity based system changed over the time period of a year.  The cost decreased from $4000 pet TB to $2000 per TB.

Based on this experience, a commodity-based grid brick can be built and operated.  Environments that are read-dominated will perform better, but continual monitoring of the RAID systems will still be needed. 

The research prototype persistent archive included network connections to commercial archival storage systems.  Collections that were written to the grid brick at the University of Maryland were also replicated into an archival storage system using the Tivoli Storage Manager to ensure the ability to recover data while we learned the operating characteristics of the commodity-based disk systems.  The Tivoli Storage Manager includes nightly incremental backups and annual archives to LTO tapes through an IBM P630 server with one Terabyte of disk cache.  The server’s disk cache is arranged as a RAID 10 on an AC&NC Jetstor III disk enclosure and its LTO tapes are housed in an ADIC Scalar 10000 Library with six tape drives. 

New Ingestion Software for Long Term Preservation

The University of Maryland team has recently designed and implemented a novel archival ingestion system, called PAWN (Producer – Archive Workflow Network) [3], which enables secure and distributed ingestion of digital objects from producing sites into an archive. A motivating factor in developing PAWN was lessons learned from the rescue of over 1 TB of images stored on robust media in an obsolete filesystem format [4]. PAWN was developed to be a thin layer that would aid ingestion of data from its current environment into an archive. 

A major focus of the design of PAWN is to support long term preservation, and hence auxiliary information (various types of metadata) has be attached to the data, including chain of custody, administrative and preservation metadata. PAWN uses METS (Metadata transmission standard) to encapsulate content, structural, context, descriptive, IP and access rights, and preservation metadata. PAWN supports either the push model (producers prepare and push data into the archive) or the pull model (the archive pulls the data from producers), and its architecture is illustrated in Figure 1. 

Let’s note that PAWN can be used to consolidate storage into larger hierarchical storage management systems in which data is transparently migrated to less expensive and lower performing storage tiers. Moreover it offers considerably more functionality in organizing, arranging, and verifying data transfers.

PAWN consists of three major software components: management server at the producer; client at the producer; and receiving server at an archive. We assume the most general case in which a number of people at the producer will be engaged in preparing and transferring data into the archive. The management server will act as a central point for the initial organization of the data, and for tracking bitstreams and metadata functionality. More specifically, this server performs the following functions:

1. It provides the necessary security infrastructure to allow secure transfer of bitstreams between the producer and the archive.

2. It assigns a unique identifier for each bitstream to be archived, which is unique within a collection, but not globally unique.

3. It provides an interface for bitstream organization and metadata editing.

4. It accepts checksums/digital signature, system metadata and other client supplied descriptive metadata.

5. It tracks which bitstreams have been transferred to the archive.
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Figure 1


A client will run on each machine to automatically register preservation information and transfer the corresponding Submission Information Packets (SIPs), as defined by the OAIS model, into the archive. The client will be responsible for:

1. Bulk registration of bitstreams, checksums and system metadata;

2. Assembly of a valid SIP;

3. Transmission of SIP to the archive either directly or through a third party proxy server; and

4. Automatic harvesting of descriptive metadata (e-mail headers, etc) as necessary.


The archive will have a server setup to receive data transferred from the producer. This server will accept data and initiate verification/validation processes on the bitstream. Some security key negotiation between all three areas may be necessary for the producer to securely transfer documents to the archive. The receiving server will need to do the following:

1. Securely accept SIPs from clients at a producer site;

2. Process SIPs and initiate verification/validation processes;

3. Coordinate authentication with the management server at the producer site;

4. Verify with the management server that all SIPs have arrived intact; and 

5. Provide enough temporary storage for incoming SIPs until they can be replicated into a digital archive and validated.

The overall security architecture of PAWN is based on open standards (PKI, X.509, and GSI) and distributed trust management. It enables mutual authentication, confidential communication, and requires no or minimum user intervention. Since we assume minimal operational trust between an archive and producer, we allow for each party to manage security locally. 

PAWN version 1.0 was released in July 2004, and we expect the next version to be released in November 2004.
3. The Global Land Cover Facility (GLCF)
Established in 1998, the GLCF is a geospatial digital library that provides access to over 13 TB of remotely sensed data and related derived products. The current holdings of the GLCF are summarized in Table 2. The GLCF is a NASA-supported Earth Science Information Partnership (ESIP), which is a member of the ESIP Federation, a member of the Open GIS Consortium (OGC), working with other spatial data operators on standards and services, and a member of the World Conservation Union (IUCN).  

	
	# of Scenes
	Total MB Uncompressed

	Landsat MSS
	7,541
	507,449

	Landsat TM
	8,355
	3,402,795

	Landsat ETM+
	11,486
	7,681,906

	Landsat Data Subtotal 
	
	11,592,150

	Landsat TM Mosaics
	681
	300,919

	Landsat ETM+ Mosaics
	762
	109,332

	MODIS 32-Day Composites
	185
	779,494

	MODIS 16-Day CONUS NDVI
	97
	146,371

	MODIS VCF
	10
	20,708

	MODIS Data Subtotal
	292
	946,573

	IKONOS
	78
	22,274

	AVHRR Global Land Cover
	15
	7,450

	AVHRR Continuous Fields Tree Cover
	12
	37,063

	ASTER 
	~ 400
	47,497

	STRM
	~14589
	76,800

	Total
	
	13,140,057


Table 2
The GLCF Mission is to encourage the use of remotely sensed imagery, derived products and applications within a broad range of science communities in a manner that improves comprehension of the nature and causes of land cover change and its impact on the Earth’s environment. A primary GLCF goal is to provide free access to an integrated collection of critical land cover and Earth science data through systems that are designed to maximize user outreach and that promote development of novel tools for ordering, visualizing and manipulating spatial data.

The main archive of the GLCF includes over 13 TB of satellite imagery and products. Landsat imagery – specifically Landsat GeoCover imagery, constitutes a majority of the collection. The number of MODIS, ASTER and SRTM scenes are expected to increase substantially over the next few years. Products derived from satellite imagery, such as land cover classification and change products, are also planned to increase in number. 

All imagery and products available at the GLCF are in standardized file formats and projection parameters, making the entire collection interoperable. The GLCF archive contents are available via FTP for no cost.

GLCF Data Traffic; July 7, 2004

	
	Landsat 
	

	Month
	MB Downloaded
	# of Hits

	April
	5,438,625
	528,674

	May
	7,707,098
	690,935

	June
	8,626,153
	1,158,653

	
	
	


The GLCF has developed a special tool for users to access the archive: the Earth Science Data Interface (ESDI). This tool for searching, browsing and downloading products has proven highly successful, and is available from the main GLCF web site (www.landcover.org). The combination of highly regarded data collections, interoperable formats, no costs to users, and a simple, efficient and fast user interface has propelled the GLCF into leadership as a source of Earth Science data. The month of June witnessed over 8 TB of downloads for Landsat imagery alone, with over a million hits. 

Visits within each day average a peak at noon (EST), and average least hits between 11 PM – 12 AM (EST), with the latter almost half as many hits as the peak. The busiest day for visits is Wednesday (17%), and the least is Sunday (9%). 

Hardware Configuration

The GLCF main archive consists of two Sun Distributed File System servers with over 26 Terabytes of attached disk storage and 20 thin caching servers that provide access to the collection through the hypertext transfer protocol, the file transfer protocol, and the storage resource broker protocol.  The entire collection and the historical record of its distribution ( i.e. Log files, memorandums, presentations, and posters ) are backed up the Tivoli Storage Manager installation described in section 2.

The collections are organized and indexed through an Informix database with a custom spatial data-blade running on a dual-processor Dell 2650 with 4 gigabytes of main memory and mirrored 15000rpm SCSI disk drives.  The database may also be accessed through the ESRI Advanced Spatial Data Server and the freely available Mapserver package from the University of Minnesota running on a dual-processor SunFire 280 Server with 4GB of main memory and 10000rpm FCAL disk drives.

4. Lessons Learned

We highlight two lessons learned from working on these two projects:

1. The complexity of any single system makes quite difficult to gauge its ability to preserve data over the long term. For example, the NARA image collection was stored on reliable media that stood the test of time; every single cassette was readable. The tape drive and tape library technologies were both SCSI based, and clearly still available on all of our platforms. Even the operating system, Windows 98, was still available and supported on current hardware. The problem was caused by the format of the disks. Although it was based on an early version of the DVD standard, no software was available to read it! 

2. Traditional data transfer on removable media is very costly in the aggregate. There exist a wide variety of media (e.g., 8 mm, AIT, DLT, SDLT, LTO, CD-ROM, USB/IEE1394 Hard Drives) with various formats (tar, ufsdump, dd, ntfs, ufs, ext2) in various arrangements. The cost of trained operators and various drives needed to just read the data onto a local file system is a significant operating cost. What is needed is (i) a way to agree on transfer details before a transfer starts; (ii) tools that simplify the arrangements of data; and (iii) the ability to check that the transferred data is compliant as it is transferred.
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